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Objective

This paper provides a quantitative analysis of the in-service reliability of Active Power’s 
flywheel-based CleanSource® UPS (uninterruptible power supply) system versus a battery-
based double-conversion UPS system using probabilistic risk assessment (PRA).
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Key Findings

• MTechnology found CleanSource UPS is approximately seven times less likely to fail 
versus a double-conversion UPS with batteries during a short utility outage.

• MTechnology found “demand failures of the flywheel energy storage system are extremely 
unlikely. If the flywheel is operational at the moment an outage occurs, the flywheel will 
almost certainly function.”

• Common to both systems, the automatic transfer switch (ATS) represents the single most 
likely cause of a system failure, accounting for 95 percent of anticipated system failures 
closely followed by main switchgear and generator fail to start.

• The most likely failure mode of a double-conversion UPS with batteries is due to undetected 
battery failures (demand failures)

• The study used an optimistic non-detectable battery failure rate of 1 percent of detectable 
battery failures which is conservative and assumes effective maintenance and testing. 
MTechnology’s experience strongly suggests that it would be difficult to make the battery 
more reliable than what this model predicts.

• Using a non-detectable battery failure rate of 10 percent, CleanSource UPS is more than 
52 times less likely to fail versus a double conversion UPS during a short outage of less 
than 10 seconds.

• The second most likely failure of a double conversion UPS with batteries is due to detected 
battery failures while system is on bypass.
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Overview

Active Power, Inc. retained Mass.-based MTechnology, Inc. (MTech) to perform a reliability 
analysis of its expandable CleanSource UPS 300kVA/240kW versus double conversion UPS 
with batteries.

MTechnology, Inc. (MTech) has been applying the science of probabilistic risk assessment 
(PRA) to the problem of high-availability electric power suitable for computers, Internet 
industries, and other mission-critical facilities since 1996. MTech clients include manufacturers, 
engineering firms, owners, and users of mission-critical facilities. MTech serves clients across 
a wide range of industries including corporate data centers, nuclear power, LNG production, 
biomedical research, proton beam cancer therapy, and fuel cell development.

The study included two classes of utility failure:

• Long utility outages lasting longer than 10 seconds where the AC source is transferred to 
generator requiring the ATS to operate and the generator start and run.

• Short utility outages lasting less than 10 seconds where the UPS energy storage is 
sufficient to support the load until utility service is restored and transfer to generator is 
not considered.  This amplifies the core reliability differences of the two UPS systems.

MTech developed a fault tree model for both systems. The fault tree model combines the 
knowledge of what combinations of utility and UPS component failures result in system failure 
with knowledge of the frequency of component failures and duration of anticipated repairs. 
Data regarding component failures was obtained from industry standard including published 
sources such as the IEEE Gold Book, augmented by Active Power’s CleanSource UPS fleet 
experience when possible.

SYSTEM DESCRIPTIONS

CleanSource UPS
The CleanSource UPS 300 Series is a three-phase UPS system utilizing flywheel technology for 
energy storage. The system provides power conditioning features including voltage regulation 
and harmonic cancellation. Coupling the CleanSource UPS with a standby generator creates 
a continuous power system that protects sensitive, mission critical loads from both short power 
disturbances and extended power outages.
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The flywheel stores kinetic energy in the form of a rotating mass. During normal operation, the 
flywheel rotates at a constant speed. The system delivers power from a utility to the protected 
load. When power from the utility is interrupted, the system converts the kinetic energy stored 
in the flywheel to electrical power. When the power from the utility is available again, the system 
transfers the load back to the utility. Refer to white paper #108 (“Operation and Performance of 
a Flywheel-Based UPS System”) for further information.

Flywheel Technology
Active Power produces the integrated UPS and DC power system with flywheel technology 
serving as an alternative to chemical batteries. The CleanSource fleet has more than 40 million 
hours of runtime in applications around the world.

Figure 1: CleanSourCe uPS 300 SerieS 

Figure 2: ProduCtion flywheel for uPS aPPliCation
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The flywheel rotor is supported by Active Power’s magnetic bearing technology. This technology 
unloads a majority of the flywheel’s weight from the field replaceable mechanical bearing 
cartridge. A vacuum pump evacuates the chamber, reducing the drag on the spinning flywheel. 
The flywheel’s speed decreases as power is transferred to the load. Regulated current is 
supplied to the field coils to maintain constant voltage output throughout the discharge.

The system provides power conditioning and ensures ride-through power during voltage sags 
and surges. It also bridges the gap between a power outage and the time required to switch to 
generator power. The one line schematic of the CleanSource UPS simplified for the fault tree 
model is illustrated in Figure 3.

Double Conversion UPS
The double-conversion UPS system utilizes a rectifier and an inverter with energy storage 
via chemical batteries or other means on the DC link between the two conversion stages. In 
a traditional double-conversion UPS system, the rectifier charges the battery and supplies 
the inverter with DC power. The inverter supplies the load with continuous AC power. During 
an outage at the main input of the UPS, energy is taken from the battery until input power is 
restored. The rectifier then recharges the battery while simultaneously supplying the inverter 
with DC power. When the system works as intended, this takes place without interruption of 
the output of the UPS.
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While effective, the drawbacks of a double-conversion system include lower operating 
efficiencies due to the two-step process of converting utility power from AC to DC, and then 
from DC to AC. Lead acid batteries are large and heavy, filled with corrosive chemicals and 
hazardous materials that must be disposed of carefully. Batteries generally require controlled 
environments. In a typical situation, a 10 degrees Celsius increase in ambient temperature cuts 
the anticipated lifetime of the battery in half.

Careful engineering is required to prevent adverse reactions between UPS input filters with 
diesel generators, particularly with a lightly loaded double-conversion UPS system. Generators 
have limited leading power factor ratings compared to their lagging power factor capabilities. 
A generator connected to an excessively large leading power factor load can experience 
self excitation with the generator output voltage increasing even with field current reduced 
to minimum. This dangerous condition requires a rapid shutdown of the generator and prime 
mover and generally results in loss of the critical load. The models used for the study did not 
account for this failure mode – as it was assumed it was engineered out of the system by 
informed review of the possible loads placed on the generator.

Demand failures in conventional battery systems are another disadvantage. The battery 
consists of a large number of two volt cells connected in series. Failure of any cell or the 
connection between cells can cause the battery to fail. These failures have proven difficult 
to detect in advance of the demand placed on the battery during an actual utility failure. The 
model of the battery assumed monthly testing with a high probability of detecting failed cells so 
that they could be repaired. The one line schematic of the double-conversion UPS simplified 
for the fault tree model is illustrated in Figure 4.

Figure 4: one line SChematiC for double-ConverSion uPS
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Utility and Generator 
Common to both systems is a single incoming utility feed and standby generator connected 
through switchgear and the ATS to the UPS inputs. The one line schematic of the utility, 
generator, ATS and main switchgear connected to the input of the UPS is illustrated in Figure 5.

Probabilistic Risk Assessment (PRA)

Probabilistic risk assessment is a collection of formal techniques used to assess the reliability 
and availability of complex systems. There are two important reasons to use PRA to study 
highly reliable systems:  

• The fundamental limitations of learning about reliability by observing system failures
• The necessity of quantifying risk for rational and effective allocation of scarce resources.
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Claims of “six nines” availability, shorthand for 99.9999 percent average uptime, are rampant 
in this field. A brief mathematical analysis can show that such claims are equivalent to a mean 
time to failure (MTTF) of over 1,200 years. It is impossible to verify or falsify such a claim 
by observation of a facility with an economic lifetime of a few decades. Neither designer nor 
owner will live long enough to learn the truth. Similarly, claims of “30 years experience” may 
be equivalent to saying the same mistakes have been repeated for the entire career of the 
designer.

PRA techniques allow for the development of credible, defensible estimates of system reliability 
by combining known data on simpler component failure rates in a formal mathematical model. 
There is a great deal of component failure rate data available for most electrical, electronic 
and mechanical components. PRA calculations allow that data, combined with an expert’s 
knowledge of how the components in a particular system interact, to produce useful estimates 
of complex system failure rates before the first system is built.

The ability of PRA to estimate system failure rates allows designers and manufacturers to 
evaluate the reliability of competing designs before building the first prototype. The ability to 
predict the effects of proposed improvements is also a powerful tool. Highly reliable systems 
invariably utilize redundant components, backup systems and other techniques. These 
techniques result in complex designs that defy traditional engineering intuition and judgment.

PRA is required to establish the reliability of systems that fail so rarely that direct measurement 
is impractical. It is also useful when failure is to be avoided to the maximum extent possible 
as is the case with nuclear plants. The second, and arguably more important, reason to utilize 
PRA is its implications for management as an aid in decision making.

The results of a good PRA analysis are much richer than a simple number such as MTTF or 
availability. Results are presented both as a probability of failure (discussed below) and as a 
quantitative ranking of the contribution of each component to the overall risk of failure. It is this 
quantification of risk that is the most powerful reason to utilize PRA in support of highly reliable 
systems.

Results for CleanSource UPS and double-conversion UPS are consistent both with earlier studies 
of corporate data centers and with competitors’ UPS products. Models with dozens or even 
thousands of components invariably show the majority of the risk of failure can be attributed to 
just a few components. Without this knowledge of the relative contributions to failure, designers 
and their managers cannot possibly allocate scarce resources most effectively. Armed with 
the knowledge that only a few components cause most system failures, resources can be 
allocated to those components. Resources can be removed from components, maintenance 
practices and other efforts that can be shown to make little or no contribution to the reliability 
of the system.

In summary, PRA provides information regarding the reliability of a system that is difficult or 
impossible to obtain by other means. That information enables the rational, defensible allocation 
of resources for enhancing reliability during all phases of design, operations, maintenance and 
improvement.
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Availability and Probability of Failure

MTech reports results primarily in terms of probability of failure instead of availability. Availability 
is technically the correct metric for repairable systems, but it is not necessarily the one that is 
most useful for understanding the risks or the differences between competing systems.

The primary reason to use probability of failure is that customers find it the most useful metric. 
Few firms have substantial experience in the mathematical techniques of probabilistic risk 
assessment, but executives and managers routinely juggle competing proposals that have 
various degrees of risk. Many purchase products such as insurance or disaster recovery 
programs based upon their assessment of risk, which is the probability of suffering a loss 
multiplied by the amount of damage they anticipate from such a loss. Most firms that operate 
data centers will suffer substantial losses in the event of a single outage and they need to 
know the probability of such an event in order to make informed decisions regarding additional 
investment or other means of mitigating the risk.

A secondary reason to use probability of failure rather than availability is that the probability of 
failure is a function of time. Analysis methods such as Markov chains and network reduction 
are limited to constant failure rates and the results are often quoted as MTTF, obtained from a 
constant failure rate, 1, by inversion:

MTTF = 1/λ.

While this is true for a component or system with constant failure rates, redundant elements 
with constant failure rates result in a system with variable failure rate and it can be misleading 
to characterize systems with redundant elements with a constant failure rate.

Fault Tree Modeling 

Fault Tree Analysis is a technique used to trace the effects of component or subsystem failure. 
The analysis starts with system failure. The analysis determines which subsystems must fail 
in order to cause the system to fail. Each subsystem is similarly evaluated, until eventually the 
analysis stops with a number of well-defined failures, called initiating events. Fault tree models 
are logical models of system failure, combined with the failure and repair rates for the initiating 
events. Combinations of component failures that are sufficient to cause a system failure are 
known as minimal cut sets. 

Fault trees, and their accompanying analysis tools, are the prime modeling technique for 
determining system minimal cut sets. Failure and repair rates for each considered event are 
used to determine the relative contribution of each event to overall system failure. The product 
of this analysis is a listing of minimal cut sets and their contribution to the overall probability 
of system failure. Since even simple models typically have thousands of minimal cut sets, but 
nearly all failures are caused by a few cut sets, MTech does not report the contributions of 
every cut set. CleanSource UPS and the double-conversion UPS were modeled for comparison 
using the SAPHIRE fault tree analysis tool.
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System failure is defined as failure to get power from the online or the standby path to the critical 
load. Utility and the standby generator are AC sources. The model has both UPS systems to 
be compared – CleanSource UPS/bypass module, and the double-conversion UPS/bypass 
module. Failure occurs if either type UPS fails. This approach enables the common elements 
of the fault trees (i.e., utility, generator, etc.) to be shared. The fault tree model can select either 
CleanSource or double-conversion UPS for analysis by setting the probability of the other 
system failure to zero.

Fault Tree Analysis

MTech utilized component failure rates from many sources including standard nuclear power 
plant reliability databases, manufacturers’ data and MTech’s experience with the UPS industry. 
In cases where Active Power provided field experience data, such as experience with the 
CleanSource fleet, that data was used to inform estimates of the component failure rates and 
failure modes.

MTech constructed the CleanSource UPS fault trees based upon the one line schematic 
diagrams with clarifications from Active Power as required. System failure is defined as failure 
of the load to get power from the online or the standby path, which is the “top event” of the 
combined fault tree models. Template events representing similar basic events were introduced 
to efficiently handle the basic events of component failure.

Utility Failure Classes  

For the purpose of this study, two classes of utility failures were considered.

• Long utility outages lasting longer than 10 seconds where the AC source is transferred to 
generator requiring the ATS to operate and the generator to start and run.

• Short utility outages lasting less than 10 seconds where the UPS energy storage is 
sufficient to support the load until utility service is restored and transfer to generator is 
not considered. This amplifies the core reliability differences of the two UPS systems.

Long Outages: > 10 Seconds with Transfer to Generator
In a long outage scenario, the energy storage in the UPS provides power to the critical load 
for a short amount of time until the standby generator fires up and assumes the load through 
transfer of the ATS. It should be noted long outages of greater than 10 seconds are relatively 
infrequent in developed countries. In fact, the Electric Power Research Institute (EPRI) estimates 
customers are 10 times more likely to experience voltage sags than a complete power outage. 
Of complete outages, less than 4 percent are longer than 10 seconds.

The top 18 cut sets for a double-conversion UPS with batteries and CleanSource UPS are 
reproduced in Figure 6. Each of the line items represents a specific failure within the architecture 
leading to a loss of power to the critical equipment. Each of the events is weighted and has 
individual probabilities or frequency of failures as determined by available industry data, IEEE 
Gold Book or augmented by field experience from UPS manufacturers.
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CleanSource UPS
TOP-POWER-FAILURE
Cut # Cut Set % Prob/Freq Event Probability

1 94.7 8.20E-02 AUTOMATIC TRANSFER SWITCH FAILURE 8.20E-02

2 1.2 1.10E-03 MAIN SWITCHGEAR INPUT CIRCUIT BREAKER 1.10E-03

3 1.2 1.10E-03 MAIN SWITCHGEAR OUTPUT CIRCUIT BREAKER 1.10E-03

4 1.2 1.00E-03 MAIN SWITCHGEAR BUS FAILURE 1.00E-03

5 1.2 1.00E-03 GENERATOR FAILS TO START 1.20E-03

LONG UTILITY FAILURE 8.40E-02

6 0.5 4.30E-04 GENERATOR FAILS TO RUN NON-FUEL RELATED 5.10E-03

LONG UTILITY FAILURE 8.40E-02

7 0.1 8.80E-05 COMMON CAUSE FAILURE OF CONTROL MODULE 8.80E-05

8 0.1 8.40E-05 ATS FAILS TO SWITCH 1.00E-03

LONG UTILITY FAILURE 8.40E-02

9 0.1 4.70E-05 CAPACITOR FAILURE 5.60E-04

LONG UTILITY FAILURE 8.40E-02

10 0 3.90E-05 CAPACITOR FAILURE 5.60E-04

SHORT UTILITY OUTAGE DURING BYPASS 6.90E-02

11 0 3.80E-05 FLYWHEEL CONVERTER FAILS 4.50E-04

LONG UTILTY FAILURE 8.40E-02

12 0 3.80E-05 UTILITY CONVERTER FAILS 4.50E-04

LONG UTILTY FAILURE 8.40E-02

13 0 3.10E-05 FLYWHEEL CONVERTER FAILS 4.50E-04

SHORT UTILITY OUTAGE DURING BYPASS 6.90E-02

14 0 3.10E-05 UTILITY CONVERTER FAILS 4.50E-04

SHORT UTILITY OUTAGE DURING BYPASS 6.90E-02

15 0 1.80E-05 DAY-TANK FAILS 2.20E-04

LONG UTILTY FAILURE 8.40E-02

16 0 6.00E-06 VACUUM PUMP FAILS 7.20E-05

LONG UTILTY FAILURE 8.40E-02

17 0 5.90E-06 GENERATOR FAILS TO START 1.20E-02

UTILITY TRANSFORMER FAILS 4.90E-04

18 0 5.00E-06 SHORT UTILITY OUTAGE DURING BYPASS 6.90E-02

VACUUM PUMP FAILS 7.20E-05

Double-Conversion UPS
TOP-POWER-FAILURE
Cut # Cut Set % Prob/Freq Event Probability

1 93.8 8.20E-02 AUTOMATIC TRANSFER SWITCH FAILURE 8.20E-02

2 1.2 1.10E-03 MAIN SWITCHGEAR INPUT CIRCUIT BREAKER 1.10E-03

3 1.2 1.10E-03 MAIN SWITCHGEAR OUTPUT CIRCUIT BREAKER 1.10E-03

4 1.2 1.00E-03 MAIN SWITCHGEAR BUS FAILURE 1.00E-03

5 1.2 1.00E-03 GENERATOR FAILS TO START 1.20E-03

LONG UTILITY FAILURE 8.40E-02

6 0.7 5.90E-04 BATTERY FAILURE NON-DETECTABLE 5.80E-04

SHORT UTILITY FAILURE NON-REPAIRABLE 1.00E+00

7 0.5 4.30E-04 GENERATOR FAILS TO RUN NON-FUEL RELATED 5.10E-03

LONG UTILITY FAILURE 8.40E-02

8 0.2 2.00E-04 BATTERY FAILS - DETECTABLE 2.40E-03

LONG UTILITY FAILURE 8.40E-02

9 0.2 1.70E-04 BATTERY FAILS - DETECTABLE 2.40E-03

SHORT UTILITY OUTAGE DURING BYPASS 6.90E-02

10 0.1 8.80E-05 COMMON CAUSE FAILURE OF CONTROL MODULE 8.80E-05

11 0.1 8.40E-05 ATS FAILS TO SWITCH 1.00E-03

LONG UTILITY FAILURE 8.40E-02

12 0.1 4.90E-05 BATTERY FAILURE – NON-DETACTABLE 5.80E-04

LONG UTILITY FAILURE 8.40E-02

13 0.1 4.70E-05 CAPACITOR FAILURE 5.60E-04

LONG UTILITY FAILURE 8.40E-02

14 0.1 4.10E-05 BATTERY FAILURE – NON-DETECTABLE 5.80E-04

SHORT UTILITY OUTAGE DURING BYPASS 6.90E-02

15 0 3.90E-05 CAPACITOR FAILURE 5.60E-04

SHORT UTILITY OUTAGE DURING BYPASS 6.90E-02

16 0 3.10E-05 INVERTER FAILS IN THE ONLINE PATH – DOUBLE-CONVERSION 4.50E-04

SHORT UTILITY OUTAGE DURING BYPASS 6.90E-02

17 0 1.80E-05 DAY TANK FAILS 2.20E-04

LONG UTILITY FAILURE 8.40E-02

18 0 5.90E-06 GENERATOR FAILS TO START 1.20E-02

UTILITY TRANSFORMER FAILS 4.90E-04

Figure 6: toP 18 Cut SetS for CleanSourCe uPS (toP table) double-ConverSion uPS with batterieS (bottom table)
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The fault tree analysis shows ATS failure is the most significant cause of backup power system 
failure. ATS failures in service participate in about 95 percent of the expected system failures. 
The ATS is common to the CleanSource UPS and the double-conversion UPS models so there 
is very little difference in the reliability of the two systems as shown in Figure 7.

The result is not an indictment of ATS. The IEEE Gold Book data used in the model reports a 
failure rate of approximately 10-5 per hour, or over 100,000 hours (11+ years) mean time between 
failures. This represents good performance from a complex electromechanical component in 
continuous service. The ATS participates in a majority of system failures because it is a single 
point of failure. The consequence of ATS failures is almost invariably system failure.

System Architecture System Power Failure Probability of System Failure* Relative Probability
CleanSource UPS w/ Flywheel 8.69E-02 1.00

Double-Conversion UPS w/ Batteries 8.77E-02 1.01
*System failure is defined as failure to provide power to the critical load.

Data shows the system including CleanSource UPS is less likely to fail by a narrow margin due 
to the dominating failure rates of the ATS, main switchgear and generator failure rates. Short 
outages were modeled as 100 times more frequent than long outages. Increasing the short 
outage failure rate will significantly influence the results above.

Short Outages: < 10 Seconds with Transfer to Generator
In a short outage scenario, the energy storage provides sufficient time to ride-through any 
power disturbance. Given that 96 percent of all sags and outages are 10 seconds or less, 
this metric is very significant in determining reliability of the individual UPS architectures. This 
fault tree analysis does not take ATS, switchgear and generator into account. Figure 8 shows 
probabilities of failure events for the two UPS systems with summary data in Figure 9.

Figure 7:  reliability oF SyStemS

CleanSource UPS
UPS Failure During Short Outage <10 Seconds
Cut # Cut Set % Prob/Freq Event Probability

1 31.5 3.90E-05 CAPACITOR FAILURE 5.60E-04

SHORT UTILITY OUTAGE DURING BYPASS 6.90E-02

2 25.3 3.10E-05 FLYWHEEL CONVERTER FAILS 4.50E-04

SHORT UTILITY OUTAGE DURING BYPASS 6.90E-02

3 25.3 3.10E-05 UTILITY CONVERTER FAILS 4.50E-04

SHORT UTILITY OUTAGE DURING BYPASS 6.90E-02

4 4.1 5.00E-06 VACUUM PUMP FAILS 7.20E-05

SHORT UTILITY OUTAGE DURING BYPASS 6.90E-02

5 3.2 4.00E-06 FILTER INDUCTOR FAILURE 5.80E-05

SHORT UTILITY OUTAGE DURING BYPASS 6.90E-02

6 3.2 4.00E-06 LINE INDUCTOR FAILURE 5.80E-05

SHORT UTILITY OUTAGE DURING BYPASS 6.90E-02

7 2 2.50E-06 INPUT CONTACTOR K1 FAILURE 3.60E-05

SHORT UTILITY OUTAGE DURING BYPASS 6.90E-02

8 2 2.50E-06 OUTPUT CONTACTOR K2 FAILURE 3.60E-05

SHORT UTILITY OUTAGE DURING BYPASS 6.90E-02

9 1.9 2.40E-06 FUSE (F1-F3) FAILURE 3.40E-05

SHORT UTILITY OUTAGE DURING BYPASS 6.90E-02

10 0.5 6.70E-07 DISCONNECT SWITCH FAIL TO OPEN 1.50E-04

INPUT CONTACTOR K1 FAILS TO OPEN 4.40E-03

SHORT UTILITY FAILURE NON-REPAIRABLE 1.00E+00

11 0.4 5.00E-07 BEARING FAILURE 7.20E-06

SHORT UTILITY OUTAGE DURING BYPASS 6.90E-02

12 0.4 5.00E-07 FLYWHEEL FAILURE 7.20E-06

SHORT UTILITY OUTAGE DURING BYPASS 6.90E-02

13 0.1 8.80E-08 DISCONNECT STATIC SWITCH FAILS TO CLOSE 1.30E-06

SHORT UTILITY OUTAGE DURING BYPASS 6.90E-02
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Double-Conversion UPS
UPS Failure During Short Outage <10 Seconds
Cut # Cut Set % Prob/Freq Event Probability

1 66.9 5.90e-04 BATTERY FAILURE – NON-DETECTABLE 5.80E-04

SHORT UTILITY FAILURE NON-REPAIRABLE 1.00E+00

2 19.4 1.70E-04 BATTERY FAILURE – DETECTABLE 2.40E-03

SHORT UTILITY OUTAGE DURING BYPASS 6.90E-02

3 4.7 4.10E-05 BATTERY FAILURE – NON-DETECTABLE 5.80E-04

SHORT UTILITY OUTAGE DURING BYPASS 6.90E-02

4 4.4 3.90E-05 CAPACITOR FAILURE 5.60E-04

SHORT UTILITY OUTAGE DURING BYPASS 6.90E-02

5 3.6 3.10E-05 INVERTER FAILS IN THE ONLINE PATH – DOUBLE-CONVERSION 4.50E-04

SHORT UTILITY OUTAGE DURING BYPASS 6.90E-02

6 0.4 3.00E-06 DC DISCONNECT CIRCUIT BREAKER FAILS 4.40E-05

SHORT UTILITY OUTAGE DURING BYPASS 6.90E-02

7 0.3 2.60E-06 RECTIFIER FAILS IN THE ONLINE PATH – DOUBLE-CONVERSION 3.70E-05

SHORT UTILITY OUTAGE DURING BYPASS 6.90E-02

8 0.2 2.00E-06 INPUT BREAKER IN THE ONLINE PATH FAILS – DOUBLE-CONVERSION 2.80E-05

SHORT UTILITY OUTAGE DURING BYPASS 6.90E-02

9 0.2 2.00E-06 OUTPUT BREAKER IN THE ONLINE PATH FAILS – DOUBLE-CONVERSION 2.80E-05

SHORT UTILITY OUTAGE DURING BYPASS 6.90E-02

The fault tree analysis shows that non-detectable and detectable battery failures account for 
more than 90 percent of all failures in a double-conversion UPS architecture. The assumed 
failure rate for batteries is based on well-maintained batteries, the maintenance and testing 
is effective, resulting in a low battery failure rate. According to MTech, experience suggests it 
would be difficult to make the batteries more reliable than the model predicts.

System Probability of UPS Failure 
During Short Outage

Relative Probability of 
Failure

Flywheel CleanSource UPS 1.24E-04 1.0

Double-Conversion UPS with Batteries 8.74E-04 7.0

The analysis shows CleanSource UPS is seven times less likely to fail compared to a double-
conversion UPS.

“One benefit of the CleanSource system is that demand failures of the 
flywheel energy storage system are extremely unlikely; if the flywheel 
is operational at the moment an outage occurs, the flywheel will almost 
certainly function.”

Sensitivity Analysis of Non-Detectable Battery Failures

The non-detectable battery failure rate is an important parameter in the analysis of the double-
conversion UPS for short outages. The base case is estimated to be 1% failure rate of the 
detectable battery failures. MTech calculated additional cases with different estimations of this 
failure rate: 10 and 20 percent.

Non-Detectable 
Battery Failure

Probability of System 
Failure

Probability of UPS 
Failure During Short 

Outages
% System Failure ** % UPS Failure During 

Short Outages **

1% * 8.76E-02 8.74E-04 100% 100%

10% 9.32E-02 6.48E-03 106% 741%

20% 9.94E-02 1.27E-02 113% 1453%

Figure 8: ProbabilitieS oF Failure eventS For uPS SyStemS

Figure 9: Summary Data

Figure 10

*baSe CaSe: thiS rePreSentS the non-deteCtable battery failure rate iS eStimated to be 1 PerCent of the deteCtable battery failureS.
**thiS rePreSentS the PerCentage of eaCh CaSe ComPared with the baSe CaSe.
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Where CleanSource UPS is seven times less likely to fail during a short outage compared to 
the double-conversion UPS at a very optimistic 1 percent non-detectable battery failures of 
the detectable battery failures, this is widened to 52 times less likely to fail if 10 percent non-
detectable battery failures are considered.

System Architecture Non-Detectable 
Battery Failures

Probability of 
System Failure

Relative 
Probability

Probability of UPS 
Failure During Short 

Outage 

Relative 
Probability

CleanSource UPS with Flywheel N/A 8.69E-02 1.00 1.24E-04 1.0

Double-Conversion UPS with Batteries 1% 8.77E-02 1.01 8.74E-04 7.0

Double-Conversion UPS with Batteries 10% 9.32E-02 1.07 6.48E-03 52.3

Double-Conversion UPS with Batteries 20% 9.94E-02 1.14 1.27E-02 102.4

Similarly, when employed as part of a system designed to protect against both short and long 
outages, CleanSource UPS is marginally less likely to fail compared to the double-conversion 
UPS at an optimistic 1 percent non-detectable battery failure rate, but the performance 
improvement widens at higher battery failure rates.

Conclusion

The fault tree models considered two different classes of utility failures – short outages lasting 
less than 10 seconds and long outages lasting more than 10 seconds.  

The generator must start and run and the transfer switch must operate for success in long 
outages. According to the PRA, the probability of a CleanSource UPS failure is only 1/7 of the 
failure probability of the double-conversion UPS during a short outage of 10 seconds or less. 
EPRI reports 96 percent of all sags and outages occur within this time period. This scenario is 
100 times more frequent than long outages meaning that facilities are at significantly higher risk 
from this class of outage. This elevates the importance of the short outage UPS failure rate.

When employed as part of a system considering long outages of 10 seconds or more, there is 
essentially no difference in the reliability of the two systems. Failures in the ATS, generators 
and switchgear account for more than 90 percent of all anticipated failures. In this case, the 
runtime difference between batteries and flywheel is inconsequential as the ATS, generator 
and switchgear failures represent either: 

1. single points of failure with no possibility of repair (i.e., instantaneous loss of load, etc.), or

2. reparable failures with expected repair times exceeding either the flywheel or the battery 
runtime.

In the double-conversion UPS with batteries, the most likely failure mode is due to undetected 
battery failures. Detecting battery cells that will fail on the next demand has proven to be 
extremely difficult. Even with optimistic assumptions that monthly tests of the double-
conversion UPS battery string find the majority of battery failures, CleanSource UPS is more 
reliable. Realistic estimates of undetectable battery failures results in a clear advantage for the 
CleanSource UPS.

Figure 11
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The most likely failure mode of a CleanSource UPS is a utility outage when the UPS is on 
bypass, awaiting repairs or scheduled maintenance. However, reducing the MTTR and the 
time the UPS is on bypass, to a third further improves the reliability by a factor of almost 10.

The key benefit of a dynamic electromechanical system like that of the CleanSource UPS 
is that demand failures highly unlikely. The normal state of the CleanSource UPS is with the 
flywheel spinning constantly, storing kinetic energy. Changes in values that determine the 
health of the system are immediate and provide an accurate status prior to an outage occurring. 
Conversely, a battery based system is an electrochemical process that, even with monitoring 
and recommended maintenance, exhibits a high level of non-detectable failures.
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